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a  b  s  t  r  a  c  t

The  true  efficiency  of  a column  is derived  from  the  differences  between  the  variances  of  the  peak  profiles
of the  same  compound  recorded  in the  presence  and  the absence  of  the  chromatographic  column.  These
variances  are  usually  derived  using  one  of three  methods:  (1)  the  retention  time  of  the  peak  apex  and  its
half-height  width;  (2)  the  moments  of  the  best  fit  between  the  experimental  data  and  a hybrid  response
function,  e.g.,  an  exponentially  convoluted  Gaussian;  or (3)  the  exact  moments  of  the experimental  band
profiles.  Comparisons  of  the  results  of  these  methods  show  that  the  first  method  is  always  inaccurate
because  all  the  band  profiles  recorded  are  strongly  tailing.  The  peak  fit  method  is accurate  only  for  4.6  mm
eak moments
ccuracy
recision
ETP
racil
aphthalene

I.D.  columns  operated  with  instruments  having  low  extra-column  volume  but  fails  for  short  narrow-bore
columns  due  to the  severe  tailing  of  peaks  passing  through  the  complex  channels  of  the  extra-column
volumes  and  to  the  inaccuracies  in the  fit  of  experimental  data  to  the  selected  function.  Although  far
better,  the  moment  method  may  be inaccurate  when  the  zero  dead  volume  union  used to  measure  the
extra-column  peak  variances  has  a  higher  permeability  than  the  column,  causing  the  upstream  part  of
the  instrument  to operate  under  comparatively  low  pressures.
. Introduction

Recent progress in column technology, due to the advent of the
hell particles that provide an unprecedented level of efficiency
>300,000 plates per meter with 4.6 mm  I.D. columns [1–6]), is caus-
ng unexpected and serious challenges to the manufacturers and
sers of the most modern columns. First, the full performance of
hese new columns cannot be achieved when they are operated on
tandard HPLC systems (maximum pressure 400 bar), due to the
xcessive band broadening contributions of the upstream (injec-
ion needle, needle seat capillary, injection valve, connecting tubes)
nd downstream (connection tubes, detector cell) channels of these
nstruments. Modifications of these channels become necessary to
educe these extra-column contributions [7].  Second, the impact
f the nature of the instrument used on the column performance
s so critical that the manufacturers and users are often in conflict
egarding the true efficiency of these columns. Quality control tests
f commercialized columns are now often made with instruments
odified to provide small extra-column band broadening. Most
sers, however, are not equipped with such modified HPLC systems
nd may  not even understand the nature of the problem. They often
nd plate counts far smaller than those claimed by manufacturers.

∗ Corresponding author. Tel.: +1 865 974 0733; fax: +1 865 974 2667.
E-mail address: guiochon@utk.edu (G. Guiochon).

021-9673/$ – see front matter ©  2011 Elsevier B.V. All rights reserved.
oi:10.1016/j.chroma.2011.05.035
© 2011 Elsevier B.V. All rights reserved.

Finally, manufacturers and users could agree if there were an objec-
tive and accurate way  to correct the efficiency data measured for
the contributions due to extra-column band broadening. Such a cor-
rection is especially required for short narrow-bore columns (i.e.,
the 2.1 mm  × 50 mm columns) packed with either sub-2 �m fully
porous particles [8,9] or with the new core-shell particles [10,11].
Several methods have been proposed and it is necessary to assess
their relative value.

The general rate model of chromatography demonstrates that,
under linear conditions, the different contributions to the moments
of a band are additive. The column efficiency being directly related
to the values of the band moment, the determination of the cor-
rect HETP requires four separate measurements, those of the first
and second moments of the peaks recorded in the presence and in
the absence of the chromatographic column [12–14].  Three meth-
ods are commonly used to estimate these moments: (1) The peak
apex and its half-height width can be used for this purpose; they
are automatically provided by all chromatographic softwares. This
method is obviously inaccurate because peak profiles are always
asymmetric, particularly when the column is removed from the
instrument [15,16]. Unfortunately, it is precise, simple and easy.
(2) The data points of experimental peak profiles can be fitted to

a mathematical peak function that is chosen as accounting for the
peak tailing observed [14]. The first and the second moments are
then computed from the suitable integrals of these mathematical
objects. A residual error is expected because no such fit can ever

dx.doi.org/10.1016/j.chroma.2011.05.035
http://www.sciencedirect.com/science/journal/00219673
http://www.elsevier.com/locate/chroma
mailto:guiochon@utk.edu
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e perfect but this error is neglected. (3) The four moments are
alculated through the numerical integration of the experimen-
al peak profiles. Whereas the first two approaches are necessarily
pproximate, the third one provides the true peak variances that
re the peak characteristics needed to determine the true column
ETP. In practice, when the extra-column contributions are neg-

igible (e.g. with conventional 4.6 mm × 200 mm columns, packed
ith particles larger than 5 �m,  and operated on instruments that
ere modern at the turn of the century) and the peaks nearly Gaus-

ian, the first approach gives reasonably correct HETP data. Today,
owever, the extra-column contributions of these instruments are
uch larger than the contributions of narrow-bore, short columns

2.1 mm × 50 mm),  packed with sub-2 �m fully porous particles or
ub-3 �m superficially porous particles. So, serious precautions are
ecessary to properly assess the moments of the extra-column and
he total peak profiles.

In this work, we investigate and compare the accuracy of the
hree methods of determination of the true column contribu-
ion to the peak variances and of the corrected plate heights of
ery efficient chromatographic columns. We  consider two differ-
nt configurations (standard and optimized) of the most modern
nstrument available for very high pressure liquid chromatography
VHPLC), the 1290 Infinity HPLC system, and columns of two  differ-
nt diameters (narrow-bore and 4.6 mm I.D.), packed with 2.7 �m
ore-shell Poroshell120 particles. Finally, we discuss the true effi-
iency of the narrow-bore Poroshell120 column for non-retained
nd retained compounds.

. Theory

.1. Column peak variance

The increase in band width caused by the sole passage of a sam-
le zone along a chromatographic column can be derived from the

ncrement of the zone variance between the entrance and the exit
f the column. Under isocratic conditions, this contribution, �2

v,col.
,

o the total peak variance observed is written in volume unit square
s [7]:

2
v,col. = V2

0
N

(1 + k)2 (1)

here V0 is the column hold-up volume, N its efficiency, and k the
etention factor of the sample. This expression demonstrates how
mportant will be the role played by the extra-column contributions

hen the column volume is small, the column efficiency high, and
he components considered poorly retained.

.2. Instrument peak variance

Band broadening also occurs in the different parts of the HPLC
ystem, including its injection and detection components. The com-
lex peak variance, �2

v,sys., results from axial dispersion along the
hannel followed by the sample plug, made of a series of connect-
ng tubes with their nooks and crannies. This behavior is difficult
o model accurately. An empirical model based on the coupling
etween axial dispersion in the stream flowing along a straight
ube and radial diffusion through a side cavity was  proposed to
ccount for dispersion in these channels [17]. Yet, the effect of stag-
ant zones of eluent located at the connections between different
arts of the system seems impossible to model accurately enough

nd should be determined experimentally. These dead volumes are
articularly nefarious in gradient elution as they contribute signif-

cantly to increase the time necessary to re-equilibrate the column
etween two consecutive injections.
r. A 1218 (2011) 4452– 4461 4453

2.3. Total peak variance

The total peak variance measured, �2
Total

, is the sum of the col-
umn  and system contributions. Therefore,

�2
v,total = �2

v,col. + �2
v,sys. (2)

In this work, we  measured �2
v,total

(in the presence of the chro-

matographic column) and �2
v,sys. (in the presence of a ZDV union

connector which replaces the column). We  discuss the different
contributions of the extra-column volume to the apparent column
efficiency.

3. Experimental

3.1. Chemicals

The mobile phase was  a mixture of water and acetonitrile (30/70,
v/v). These two solvents were HPLC grade from Fisher Scientific
(Fair Lawn, NJ, USA). The mobile phase was  filtered before use on a
surfactant-free cellulose acetate filter membrane, 0.2 �m pore size
(Suwannee, GA, USA). The samples uracil and naphthalene were
purchased from Aldrich (Milwaukee, WI,  USA). Each sample com-
ponent was diluted in the mobile phase mixture.

3.2. Columns

The 2.7 �m Poroshell120-C18 columns (150 mm × 4.6 mm and
50 mm × 2.1 mm)  were a generous gift from the column manu-
facturer (Agilent technologies, New Castle, DE, USA). The hold-up
volumes of these two  columns were estimated from the elution
volumes of uracil corrected for the extra-column contribution and
extrapolated to a flow rate equal to zero, giving 1211 and 87 �L,
respectively. The total porosities of these columns are then equal
to 0.49 and 0.50, respectively. The extrapolation to a zero flow rate
is necessary in order to correct for the 0.05 s delay (asynchronisa-
tion time) between the moment when the zero time is recorded and
the moment when the injection valve is actuated. The small total
porosities of the columns result from the presence of the 1.7 �m
solid non-porous core and the large average mesopore size (120 Å)
of the Poroshell120 particles.

3.3. HPLC system

All the data were acquired with an Agilent 1290 Infinity HPLC
system (Agilent Technology, Waldbronn, Germany) liquid chro-
matograph. This instrument includes a binary pump with solvent
selection valves, an auto-sampler with a 20 �L sample loop, a
small volume needle seat capillary (1.2 �L), a column thermostat,
and a Chemstation data software. Two  different configurations of
this system were studied. First, the standard system configuration,
including a 350 mm × 115 �m inlet capillary tube (upstream the
column), a 1.6 �L active heat exchanger, a 250 mm × 85 �m outlet
capillary (downstream the column), and a diode-array UV-detector
(with a 2.4 �L illuminated volume). Second, the optimized sys-
tem configuration includes a 250 mm × 80 �m inlet capillary tube,
a 250 mm × 80 �m outlet capillary tube, and a diode-array UV-
detector (with a 0.8 �L illuminated volume). Note that the heat
exchanger was  deliberately by-passed in this second configuration.
The signal sampling rate was  fixed at 160 Hz for the measurement
of all extra-column band profiles. It was set at 80 and 40 Hz when

the 50 mm × 2.1 mm and 150 mm  × 4.6 mm columns, respectively,
were installed in the oven of the instrument. Each recorded pro-
file includes at least 60 data points or 15 data points per standard
deviation �. More than 15 data points per � does not result in
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ny variation of the peak variance measured by the full integration
ethod (see later).
The flow rate accuracy was checked at ambient temperature by

irectly collecting the mobile phase in the absence of column at
95 K and at flow rates of 0.1 mL/min, 1 mL/min, and 5.0 mL/min
uring 50, 25, and 10 min, respectively. The relative errors were
ll less than 0.3%, so we estimate the long-term accuracy of the
ow-rate at 3 �L/min or better at flow rates around 1 mL/min. The

aboratory temperature was controlled by an air conditioning sys-
em set at 295 K. The daily variation of the ambient temperature
ever exceeded ±1 ◦C.

.4. Sample preparation and injection volumes

Two distinct vials (vial 1: uracil, vial 2: naphthalene) were pre-
ared. First, 1 mg  of uracil was dissolved in 10 mL  of water at room

emperature. The first vial (total volume mL)  was  prepared by
ipetting 540 �L of the uracil water solution and adding 1260 �L
f pure acetonitrile. Second, 4.3 mg  of naphthalene were dissolved
n 10 mL  of pure acetonitrile. A second vial was prepared by pipet-
ing 1260 �L of the naphthalene acetonitrile solution and adding
40 �L of pure water.

The sample vial concentrations were then successively diluted
y a factor 1/2 until the maximum absorption signal of the peak
pex recorded (4.8 �L injection, detection wavelength 254 nm)
as smaller than 1500 mAU  at a flow rate of 0.1 mL/min. After

hree successive dilutions, the final injected concentrations were 37
nd 375 �g/L for uracil and naphthalene, respectively. The lowest
ignal-to-noise ratio was measured with the 4.6 mm I.D. column,
or naphthalene, using the 2.4 �L flow cell and the 115 �m connec-
ors, and at a flow rate of 0.10 mL/min. It is equal to 2500 and allows

 very accurate measurement of the peak moments.
Volumes of 1.0 �L and 4.8 �L of these samples were injected

nto the 50 mm × 2.1 mm and the 150 mm × 4.6 mm 2.7 �m
oroshell120 columns in order to keep constant the sample loading
er unit of column cross-section area.

.5. Measurement of the HETP data

The peak responses were recorded at a wavelength of 254 nm
or both uracil and naphthalene. The detector bandwidth was fixed
t 4 nm.

The sequence of flow rates was 0.021, 0.042, 0.063, 0.083, 0.125,
.167, 0.208, 0.250, 0.292, 0.333, 0.375, 0.417, 0.479, 0.542, 0.604,
nd 0.667 with the 2.1 mm I.D. column. It was 0.10, 0.20, 0.30, 0.40,
.60, 0.80, 1.00, 1.20, 1.40, 1.60, 1.80, 2.00, 2.30, 2.60, 2.90, and
.20 mL/min with the 4.6 mm I.D. column. Note that the sequence
f linear velocity is kept the same with both columns.

For each of these 32 flow rates and for each sample, the extra-
olumn contributions to the retention volume and to the band
roadening of probes were measured by replacing the chromato-
raphic column with a ZDV union connector.

The experimental HETP data measured for the columns were
orrected for the contribution of the 1290 Infinity HPLC system. The
xtra-column and the total band variances were measured accord-

y(t) = a0 exp(−(1/2)((a4t − a1a4 + a2
3)

2
/a2

4√
2�

√

ng to the three different approaches listed earlier. For the sake of
revity, they are called in later as (1) the half-height peak width
ethod, (2) the peak fit method, and (3) the numerical integration
ethod. Prior to any measurement, each profile recorded was  cut
r. A 1218 (2011) 4452– 4461

on the left and the right side of the peak and corrected for baseline
drift.

1. The half-height peak width method
In this method, the retention time of the peak apex, tR, and

the half-height peak width, w1/2, are systematically measured.
The first and second central moments are derived assuming a
Gaussian peak shape by:

�(1)
1 = tR (3)

�′(1)
2 =

w2
1/2

5.545
(4)

2. The peak fit method
In this method, the experimental data points of each peak were

fitted to the best EMG/GMG function written, using the Seasolve
PeakFit v.4.12 program, as:

 a2
2)))[1 + erf(a3(−a2

2 + a4t − a1a4)/
√

2a2

√
a2

3 + a2
2)]

a2
2 erf((

√
2a3/2a4) − 1)

(5)

where a0 is the peak area, a1 the center, and a3 and a4 are
distortion parameters of the EMG/GMG hybrid function. Once
the parameters a0, a1, a2, a3, and a4 have been determined by
multi linear regression analysis, the first and second central
moments, �1 and �′

2, are directed computed from the mathe-
matical expression of the hybrid function Eq. (5):

�(2)
1 =

∫ ∞
0

y(t)tdt∫ ∞
0

y(t)dt
(6)

�′(2)
2 =

∫ ∞
0

y(t)(t − �(2)
1 )

2
dt∫ ∞

0
y(t)dt

(7)

3. The numerical integration method
In this method, the same data points (ti, Ci) as those used in the

peak fit method were considered and the true first and second
central moments were calculated as follows:

�(3)
1 =

∑i=N−1
i=1 (Ci + Ci+1)((ti + ti+1)/2)∑i=N−1

i=1 Ci + Ci+1

(8)

�′(3)
2 =

∑i=N 1
i=1 (Ci + Ci+1)(((ti + ti+1)/2) − �(3)

1 )
2

∑i=N−1
i=1 Ci + Ci+1

(9)

The moments are calculated based on the decomposition of the
peak area into a series of elementary trapezes, which is more accu-
rate than using the rectangle approach. However, if the number of
points is large enough (>90), both approaches give the very same
results within 0.001%.

For each method (i), the corrected reduced HETP, h(i), was given
by:

h(i) = L

dp

�′(i)
2 − �′(i)

2,ex

(�(i)
1 − �(i)

1,ex)
2

(10)

where L is the column length, dp is the mean particle size, and �1,ex
and �′

2,ex are the first and second central moments of the extra-
column band profiles.

Assuming the same random relative errors in presence and in
absence of chromatographic errors (��′

1,ex/�′
1,ex = ��′

1/�′
1 and
��′
2,ex/�′

2,ex = ��′
2/�′

2), the precision of the h data is given by:

∣∣∣�h

h

∣∣∣ =
∣∣∣∣��′

2

�
′
2

∣∣∣∣
(

�′
2 + �′

2,ex

�′
2 − �′

2,ex

)
+ 2

∣∣∣��1

�1

∣∣∣
(

�1 + �1,ex

�1 − �1,ex

)
(11)
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Fig. 1. Plots of the variance of the extra-column band profiles (in the absence of the chromatographic column, replaced with a ZDV union connector) of two  low molecular
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eight compounds measured with three different methods as indicated in the lege
ifferent injected volumes were considered. Standard system configuration (A and 

The second and first moments of the peak, �′
2 and �1, were

easured successively three times, first with the chromatographic
olumn, then with a zero-volume connector fitted to the instru-
ent. The relative errors made on these moments were always

ess than 3 and 0.5%, for the second and the first moments, respec-
ively. Note that the repeatability of the injection system of the 1290
nfinity HPLC system is excellent. The precision of the integration

ethods (2) and (3) depends essentially on the left and right cut-
ff abscissa. The precision of 3% was obtained when these abscissa
ere strictly identical at a constant flow rate. However, from one
ow rate to another, the cut-off abscissa necessarily changes, there-

ore, the error made on the peak variance plotted as a function of
he flow rate may  appear larger. The relative error measured over

 large range of flow rates is then larger than that measured at
onstant flow rate. Note that the half-height peak width method
1) dissociates itself from methods (2) and (3) because it is hardly
ensitive to the position of the cut-off points.

Accordingly, if the extra-column contributions were negligible,
he largest random error would be of the order of 4%, which is typ-
cally the case with large volume columns. Also, it is noteworthy
hat this random error necessarily increases with decreasing solute
etention e.g., when the terms in between parentheses in the right-
and-side term of Eq. (11) become significantly larger than one.

his contribution affects particularly small columns and/or poorly
etained compounds. For instance, if �′

2 is only twice �′
2,ex and �1

bout ten times �1,ex, the maximum random error becomes close
o 10%.
d described in Section 3.5. Two different configurations of the instrument and two
timized system configuration (B and D).

The relative error, E(i), made on the plate height data given by
the half-height peak width method, H(1), and the peak fit method,
H(2), were determined relative to the plate height measured by the
numerical integration method, H(3):

E(i) = H(3) − H(i)

H(i)
(12)

4. Results and discussion

We analyze and compare the accuracy of the different meth-
ods of measurement of the second central moment (variance) of
the extra-column band profiles, and those of the variance of the
chromatographic columns. Then, we determine the accuracy of the
half-height peak width and of peak fit methods relatively to the
true value of the column HETP measured with the numerical inte-
gration method. Finally, we discuss the validity of the assumption
made regarding the additivity of the variances of the extra-column
and the column contributions.

4.1. Extra-column peak variances

The determination of accurate extra-column peak variance has

attracted serious attention since the emergence of sub-2 �m fully
porous particles and sub-3 �m superficially porous particles [7,11].
Indeed, the band broadening contribution of these instruments,
even the most modern ones, remains comparable to that caused by
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A) Compound: non-retained uracil (k = 0). (B) Compound: retained naphthalene
k  = 2.2). In addition to the reduction in the peak width, note the decrease of the
lution time by about 1.5 s.

he most efficient chromatographic columns. Extra-column band
roadening results from the axial dispersion of the sample along
he different parts of the instruments. The presence of a parabolic
ow profile across tubes and of stagnant zones of eluent explains
hy extra-column peak profiles are significantly distorted [15]. The

xtent of this peak deformation depends on the system configura-
ion, the volume of sample injected, the eluent linear velocity, and
he sample diffusion coefficient (i.e., sample mass, solvent viscosity,
emperature, and pressure). Accordingly, extra-column peak pro-
les should be recorded for a given compound, a given eluent, and

 fixed temperature.

.1.1. System configurations
Two different system configurations were studied (see Section 3

or details). Fig. 1A and B compares the extra-column variance con-
ributions measured for the 2.1 mm  i.d. column with a 1.0 �L size
ample for uracil (red symbols) and naphthalene (blue symbols),
ith the standard and the optimized configurations, respectively.

ig. 1C and D do the same for the 4.6 mm i.d. column with a
.8 �L sample size. Interestingly, shrinking the inner diameter of
he two connecting tubes from 115 to 80 �m and the UV detec-
ion cell volume from 2.4 to 0.8 �L and bypassing the 1.6 �L heat
xchanger of the instrument leads to a relative decrease of the vari-
nce of about 40%. This explains the obvious decrease of the peak

idth obtained for the narrow-bore column seen in Fig. 2A (uracil,

 = 0) and B (naphthalene, k = 2.2) which compare the peak profiles
ecorded with the two system configurations at the same flow rate
f 0.292 mL/min.
r. A 1218 (2011) 4452– 4461

4.1.2. Injection volumes
In order to inject the same mass of sample per unit of col-

umn  cross-section area, 1.0 and 4.8 �L samples were injected into
the 2.1 and the 4.6 mm I.D. columns, respectively. The comparison
between Fig. 1A and C, on the one hand, between Fig. 1B and D, on
the other, shows a relative decrease of the extra-column variance
contributions close to 50%. Had the injection profile been an ideal
rectangular plug at the exit of the injection needle, the contribu-
tions to this variance would be 0.08 and 1.92 �L2, e.g. a difference of
only +1.84 �L2. In fact, this difference was  measured at ca. +8 �L2

independently of the system configuration. Axial dispersion cer-
tainly takes place during the drawing and the ejection of the sample
in and from the sample loop (20 �L). New injection methods have
been designed to cut the tail of the sample zone before it reaches the
needle seat capillary of HPLC instruments [18]. This could markedly
decrease the extent of band broadening before the band enters the
column.

4.1.3. Nature of the sample compound
We  used two  different compounds, uracil and naphthalene. The

former is practically unretained on silica-C18 stationary phases
while the latter has a retention factor of the order of 2 with a
30/70 (v/v) mixture of water and acetonitrile as the eluent. Fig. 1A
through D compare the extra-column peak variances of uracil (red
star symbols) and naphthalene (blue star symbols). Interestingly,
the peak variance of uracil is systematically 17% larger than that of
naphthalene. According to the Wilke and Chang correlation [19],
the diffusion coefficients of uracil and naphthalene in this acetoni-
trile/water solution are 1.44 and 1.11 × 10−5 cm2/s. The profiles of
the peaks of these two  compounds exhibit practically the same
front but the tailing of the uracil peak is slightly more pronounced.
This would appear at first to be inconsistent with the faster relax-
ation of concentration gradients across the connecting tubes. Most
likely, this is due to the presence of dead volumes (such as cracks
or anfractuosities at the connections between different parts of the
instrument) along the channel. Compounds with a large diffusion
coefficient move deeper and in larger amount into side cavities
when the sharp front of the peak passes but take longer to diffuse
out because the driving force, the concentration gradient, decreases
along the peak tail. This could explain the longer tail of the injection
profile of uracil.

Most importantly, this result illustrates why  the extra-column
volume contributions of each compound should be measured sep-
arately.

4.1.4. Linear velocity
At high eluent linear velocity, the injected compound does not

have enough time to sample the whole cross-section of the con-
necting tubes. Therefore, peak distortion is essentially controlled
by the parabolic flow profile of the mobile phase across these tubes.
Molecules moving in the center of the tubes elute first (front of the
peak) whereas molecules located close to the tube walls are eluted
last (peak tailing). In contrast, at low flow rates (but if band broad-
ening is not controlled by longitudinal diffusion), there is enough
time for the analyte to sample most of the tube diameter. According
to Aris theory of dispersion in cylindrical tubes [20], the asymp-
totic limit for the ratio of the variance increment, d�2, to the time
increment, dt,  is
lim
t→∞

d�2

dt
= 1

96
D2

c U2

Dm
(13)
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here Dc is the tube diameter, U is the linear velocity (U = Fv/�R2
c ),

nd Dm the diffusion coefficient. Since dz = Udt,  after integration
rom z = 0 to z = L

1
Dc

�2(z = L)
L

= 1
96

UDc

Dm
or hc = 1

96
�c (14)

Accordingly, if the extra-column channels in the equipment
ere empty tubes, the plot of the reduced plate height, hc, versus

he reduced linear velocity, �c, would be linear with a slope of 1/96,
ince axial dispersion is controlled by the radial diffusion of the
ample. These plots (not shown) were constructed for uracil and
aphthalene, for flow rates between 0.021 and 0.667 mL/min. They
re not linear but convex upward. Extrapolation of the ratio hc/�c at
ero flow rate (or t→ ∞)  gives slopes of about 0.10, a value one order
f magnitude larger than expected. Thus, a pure diffusion process
oes not control axial dispersion along these channels.

In conclusion, the effect of the linear velocity of the eluent on the
xtra-column variance contribution is non-linear. Peak variances
each an upper limit at high velocities, beyond 2.5 and 3.0 mL/min
ith 80 �m and 115 �m connecting tube diameters, respectively.

rom a chromatographic point of view, this translates into an
ncrease of the peak asymmetry with increasing flow rate because,
s the flow rate increases, diffusion has less and less time to relax
he radial concentration gradients of sample components across the
xtra-column volume connections. Again, these results are consis-

ent with the model of irregular channels with multiple side cavities
n which molecules are trapped and may  escape only by diffusion.
ompounds with large diffusion coefficients move deeper and in

arger amounts into side cavities and it takes longer for them to
merical integration method and the half-height peak width method (full square
ame system configurations (A–D) as in Fig. 1.

exit because the driving force, the concentration gradient, is far
steeper when they enter these cavities than when they escape.

4.1.5. Accuracy of the measurements
To further achieve the purpose of this work, we  compare the

accuracy of the measurements of the extra-column variance con-
tributions made with the half-height peak width and the peak fit
methods. Obviously, the systematic tailing of peaks eluted through
the extra-column volumes makes the first method clearly inap-
propriate to assess the true value of the variance contribution of
the instrument. Fig. 3A through D shows the relative errors made
with the two  approximate methods, compared with the result of
numerical integration of the experimental data. As the peak asym-
metry, the relative error increases with increasing flow rate. This
error is the same for both compounds. Remarkably, the true peak
variance can be 1.5 to twice larger than the result of the half-height
peak width method, which should never be considered to estimate
true column HETP when the extra-column contributions are sig-
nificant. In contrast, the peak fit method gives a relative error that
increases with decreasing connector diameter. The true peak vari-
ance is on the average 10 and 20% larger than those measured by
the peak fit method with capillaries of 115 and 80 �m i.d., respec-
tively. The origin of this error stems from the relatively poor quality
of the fit of the rear part of the experimental data to the EMG/GMG

hybrid function, when the sample concentration tends toward zero.
Accordingly, the peak fit method is acceptable at low flow rate (see
Fig. 3B) when the peak asymmetry remains moderate but it should
be rejected at high flow rates.
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In conclusion, the measurement of the variances of the peaks
luted through the extra-column volumes and the ZDV depends
uch on the method used. Unambiguously, nor the half-height

eak width nor the peak fit methods are suitable for this purpose.
nly the exact numerical integration of the peak profiles should be
onsidered.

.2. Total peak variances

The total peak variances were also measured for the two
oroshell120 columns. Eq. (1) shows that this variance increases
ith increasing retention factor k and hold-up volume V0. These

ariances were measured for the peaks of uracil (k = 0) and naph-
halene (k = 2.2) on the two columns (V0 = 0.09 and 1.21 mL). With
he standard configuration of the instrument, the extra-column
ontribution barely affects the peak variance of the most retained
ompound on the larger column (this contribution represents less
han 5% of the variance due to the column). In contrast, the extra-
olumn contribution represents up to 20% for the variance due to
he column for the non-retained compound, uracil. Most impor-
antly, the extra-column contribution to band broadening accounts
or up to 30 and 40% of the total peak variance of naphthalene and
racil, respectively, with the narrow-bore column.

Even for the determination of the total peak variance, the accu-
acy of the half-height peak width method is insufficient because

ll the peaks observed are not symmetrical. The peak fit method
s suitable with the 4.6 mm I.D. column because the peak tailing
emains moderate and can be well described by the EMG/GMG
ybrid function. However, only the numerical integration should
 numerical integration method and the half-height peak width method (full square
ame system configurations (A–D) as in Fig. 1.

be considered for measurements made with the narrow bore col-
umn. Fig. 4A–D shows the plots of the relative error made when
using the half-height peak width and the peak fit methods. They
confirm the importance of the errors caused by the use of these
approximative methods, 20% (peak fit) to 100% (half-height peak
width) with narrow-bore, short columns and non-retained com-
pounds. These errors decrease to 7 and 40% with the 4.6 mm  I.D.
column. If we  consider a compound with a moderate retention fac-
tor of 2.2, these relative errors decrease to 10 and 50% (2.1 mm  I.D.
column) and 3 and 10% (4.6 mm  I.D. column).

Overall, for the sake of accuracy in measurements of column
plate height, only the numerical integration method should be used
to measure the total peak variances.

4.3. Reduced HETP plots

We  determined the corrected reduced plate heights of uracil
and naphthalene on both columns, using the two  system con-
figurations, according to the three methods described in Section
3.5. The results are shown in Fig. 5A–D. The calculations show
that the peak fit method provides nearly (within a few percent)
the same plate heights values of naphthalene with both columns.
Given the accuracy of the data (Section 3.5), the peak fit and the
numerical integration methods are found to be equivalent for the
measurement of the plate heights of retained compounds. In con-

trast, this method generates errors of 5–30% with the 4.6 mm I.D.
and the narrow-bore columns, respectively, for the non-retained
compound, uracil. Note that the half-height peak width method
grossly underestimates the true plate height of naphthalene, by
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ig. 5. Plots of the corrected reduced HETP of two small molecules measured from
ystem  configurations (A–D) as in Fig. 1.

7% and −30% with the 4.6 mm I.D. and the narrow-bore columns,
espectively. Again, as expected, these relative errors increase to
30 and −50% for the non-retained compound, uracil. The good
greement between the peak fit and the numerical integration
ethods for retained compounds is explained by the large peak

ariance of these compounds and their nearly symmetrical peak
hape.

However, in many cases (poorly retained compounds and
arrow-bore columns), significant errors are generated unless the
umerical integration method is used in the determination of the
late heights. Although the half-height peak width and the peak fit
ethods provide more robust results (the level of the noise of the

late height data of uracil increases from the half-height peak width
o the peak fit to the numerical integration method, see Fig. 5A and
), their accuracy remains poor because they do not properly take

nto account the contribution of the rear tailing of the uracil peak
rofile.

.4. Additivity of the peak variance

In this section, we discuss the validity of the additivity of the
eak variance that was postulated earlier, by comparing the cor-
ected reduced plate height plots of uracil and naphthalene versus
he reduced velocity measured with two different instrument con-
gurations. Fig. 6A and B shows the results obtained for the true
eak variances (numerical integration).
It is interesting that the two configurations of the instrument
rovide corrected reduced plate heights that are nearly identical for
he retained naphthalene (average relative difference of 1 and 5%
or the 4.6 and 2.1 mm  I.D. columns, respectively), whereas a signif-
e different methods as indicated in the legend and described in Section 3.5. Same

icant difference is measured with the non-retained uracil (average
relative difference of 18% for both columns). The optimized config-
uration of the instrument (80 �m capillaries with a 0.8 �L UV cell)
gives systematically smaller reduced plate heights.

In conclusion, the two  different configurations of the instru-
ment give the same systematic relative difference (+18%) between
the corrected plate heights of uracil for the 4.6 mm × 150 mm
Poroshell120 column. This difference is significant even though the
extra-column variance contribution accounts for 20% (115 �m cap-
illaries) and 17% (80 �m capillaries) of the total peak variance of
uracil. The maximum random error of measurements in this case
is about 6%, clearly smaller than the systematic difference of 18%
observed. In theory, peak variance additivity applies and the same
corrected plate height should be observed and there is no a priori
reason to doubt that it does. We  must conclude that the zero dead
volume (ZDV) union connector used does not permit an accurate
measurement of the extra-column band broadening contribution.
This is because the ZDV union does not offer a pressure resistance
comparable to that of chromatographic columns. It was  not feasible
to find and use a ZDV having that high flow resistance. A longer cap-
illary restrictor might provide the same permeability as the column
but, due to its volume, it would contribute to a larger extent to the
extra-column band broadening. This would bias the measurement.

Most importantly, these results show that using the same chro-
matographic column and the same method of measurement does
not guarantee that the same corrected column efficiency will be

obtained. The same instrument configuration must be used. It is
highly probable that two  instruments of the same model, which
might have been modified differently over time to the extent that
it is possible will provide different extra-column variance con-
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ured from the numerical integration method and from two  different contributions
f  the 1290 infinity system. Note the nearly undistinguishable HETP of the retained
ompound, naphthalene.

ributions. Also, the extra-column variance contribution depends
n the mobile phase composition and on the sample component
sed, through its diffusion coefficient. This explains why  serious
isagreement are frequently observed between the level of effi-
iency found by column manufacturer and by users or by different
sers (possibly in the same group). The column efficiencies are mea-
ured with different equipments and phase systems, which differ
arkedly in performance.

.5. Performance of the Poroshell120 columns

We have used in this work the most accurate method available
o us. Our results show that the intrinsic (or corrected) plate heights
f the Poroshell120 columns depend strongly on the column diame-
er. The minimum reduced plate height of the moderately retained,
onpolar naphthalene is 1.4 and 2.2 for the 4.6 and the 2.1 mm

.D. columns, respectively. The minimum reduced plate heights of
he non-retained uracil are 1.8 and 7.6 for the same columns. This
llustrates and confirms the major problem that all column man-
facturers are currently facing: how could it be possible to pack
uperficially porous particles in narrow-bore and in conventional
.6 mm I.D. tubes and obtain columns having the same efficiency
10,11]? The analysis of the reduced HETP curves in Fig. 6B suggests
hat the reduced eddy diffusion term is larger in 2.1 than in 4.6 mm
.D. column by nearly 1 h unit. This cannot be explained by a differ-

nce in the trans-channel velocity biases, the impact of which on
he reduced HETP is less than 0.3 h unit. Also, according to recent
imulation studies [21,22], packed beds having the same exter-
al porosity (0.40) have similar eddy diffusion term, with small
r. A 1218 (2011) 4452– 4461

differences in the order of the packed bed (�h < 0.2). Therefore,
differences in the short-range inter-channel velocity biases cannot
be responsible for the difference in these HETP curves either.

Most likely, 4.6 mm I.D. columns are more radially homoge-
neous than 2.1 mm I.D. columns. The nefarious wall effects seem
to be worse in 2.1 mm I.D. column while they seem to barely affect
the packing structure in the central region of 4.6 mm I.D. columns.
This would be consistent with the decrease of the corrected column
efficiency observed when the retention factor decreases and tends
toward zero [23] (Fig. 6A). Nonretained molecules have less time
during their elution to diffuse radially and relax the radial con-
centration gradients caused by the trans-column velocity biases
[23].

5. Conclusion

Our results confirm that serious systematic errors are made
when approximate methods are used to measure peak moments
(centroid and variance). Clearly, the half-height peak width method
provides gross underestimates and cannot be used to determine
the true plate height of any compound on narrow-bore columns
nor that of weakly retained compounds on 4.6 mm I.D. columns.
Because the performance of sub-3 �m core-shell particles is com-
parable to that of sub-2 �m fully porous particles, the measurement
of the accurate corrected plate height of such columns requires the
use of better methods that properly account for the asymmetry
of chromatographic peaks. Despite the fact that modern instru-
ments have low extra-column volumes, the profiles of bands eluted
through ZDV connectors remain strongly unsymmetrical. Fitting
the experimental peak profiles to a mathematical function account-
ing for this tailing and extracting its first and second moments
provides a better solution. Yet, even a complex function contain-
ing up to 5 independent parameters cannot perfectly account for
actual peak shapes. This peak fitting method fails to predict true
corrected plate heights of narrow-bore columns, even though it
provides accurate values for broader columns (with errors less
than 1 and 5% for retained and nonretained compounds, respec-
tively). Most importantly, our results demonstrate that one cannot
determine the true corrected plate height of narrow-bore columns
unless the exact numerical integration of the actual elution profile
is performed.

This result is of great importance when narrow-bore columns
must be tested in several laboratories or their true performance
must be assessed. The performance of different columns cannot
be compared unless they are measured with the same instrument.
The use of different instruments is a common source of disagree-
ment between manufacturers and users. True column efficiency
depends not only on the experimental conditions selected but also
on the method used for the calculation of the band moments. The
true moments should always be measured by numerical integration
after baseline correction with small I.D. columns.

Finally, the comparison between the corrected reduced plate
heights of a non-retained compound measured for two  different
configurations of our 1290 Infinity HPLC system show system-
atic difference because, despite the exactness of the integration
method, extra-column variances measured with a ZDV union
connector slightly differ from the actual extra-column variance
contributions that take place in the presence of a column. This
small difference has nearly no consequence, however, regarding the
determination of the true corrected HETP of retained compounds.
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